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Overview of Talk

• Point Process methods for agile targets:

• Theory

• Applications in Intent modelling and localisation methods

• Non-Gaussian Process Regression

• Point Process methods for sensor modelling:

• Theory

• Applications in multiple object tracking, object detection, dynamic 

target/clutter rate inference, and variational Bayes methods
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Point Process 
methods for 
agile targets

• Irregular Movement (e.g. 
animal foraging, drones, etc.)
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Theory: Levy process models of non-Gaussianity

• Wish to model broad classes of heavy-tailed driving noise to suit application

• Adopt a generic Levy process approach in which driving noise is modelled as pure 

jump processes in continuous time (and observed at random discrete times). 

• Elegant and (fairly!) simple alternative to the standard Gaussian (Brownian motion)

• Many possible distributions: alpha-stable, Generalised Hyperbolic (inc. Student-t, 

normal-Gamma and normal-inverse Gaussian), normal tempered-stable, …

Gaussian Non-Gaussian (heavy-tailed) 



Brownian vs non-Gaussian state space models
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See Also:       

The Lévy State Space Model (1919) Godsill, Riabiz, Kontoyiannis https://arxiv.org/abs/1912.12524

Gaussian

Non-Gaussian

https://arxiv.org/search/math?searchtype=author&query=Godsill%2C+S
https://arxiv.org/search/math?searchtype=author&query=Riabiz%2C+M
https://arxiv.org/search/math?searchtype=author&query=Kontoyiannis%2C+I
https://arxiv.org/search/math?searchtype=author&query=Kontoyiannis%2C+I


11

Theory: Levy process models of non-Gausianity

• The Jumps    are characterised by a Poisson process with non-uniform 

intensity function Q(x), the `Levy Density’:

Jump size (x)

Q(x)

Large number of 

smaller jumps Small number 

of large jumps

y=x
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• Jumps are then uniformly randomly scattered across the time axis:

t
0 T



How to sample from Q(x)?
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Jump size (x)

Unit rate 

Poisson 

process

Jump sizes from Q(x) – ordered 

Large to Small
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Study pdf at t=1:



Example: Intentionality analysis for perturbed 

pointing task in-vehicle
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Result for perturbed pointing data

from automobile UI systems:

Gan, R., Ahmad, B. I., & Godsill, S. J. (2021). Levy State-Space Models for Tracking 
and Intent Prediction of Highly Maneuverable Objects. IEEE TRANSACTIONS ON 
AEROSPACE AND ELECTRONIC SYSTEMS, 57 (4), 2021-2038.



Example: α-stable Lévy State-Space Model for multiple objects in clutter
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Black lines are ground truth; crosses are measurements;

colored lines are estimates plus 95% confidence ellipse

`Langevin’ dynamics:



A new idea – the non-Gaussian Process (NGP) model

• Here we apply the same Levy process principles to a Gaussian process 

(GP) model. 

• We take a standard GP {W(t)} with covariance function

• We use the same class of `subordinator’ jump process {X(t)} to 

modulate locally the covariance function (`time-change’ operation):

• This allows for non-Gaussian perturbations to the process, but retains 

once again the structure of a bank of standard GPs, each with a 

differently modulated covariance function. Examples…

17Kındap, Godsill (2022),  Non-Gaussian Process Regression, arXiv:2209.03117

[Work with Yaman Kindap]

https://arxiv.org/search/stat?searchtype=author&query=K%C4%B1ndap%2C+Y
https://arxiv.org/search/stat?searchtype=author&query=Godsill%2C+S


Preliminary examples
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Spatial Tracking models using the NGP are currently under development

X(t) W(t)

X2(t)
X1(t)



Poisson point process tracking



Non-homogeneous Poisson process (NHPP) measurement model
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Applications of the NHPP model…



Time-varying Poisson rate estimation for both targets and clutter

Poisson rates           are unknown and/or time-varying

Introduce a novel Markov transition density for           (GIG)

Implement using Sequential Markov chain Monte Carlo (S-MCMC) 
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Special cases of the GIG: 

Q. Li, J. Liang and S. Godsill, “A scalable sampling-based scheme for data association and multi-target

tracking under mixed Poisson measurement process”, ICASSP 2022, Singapore,

MOT Challenge dataset results:

NHPP Application 1:



MOT15 benchmark data sets for multiple person tracking

[4] https://motchallenge.net/data/MOT17/ 20

NHPP Application 2:

Tracking of a varying number of objects using reversible jump S-MCMC

Tracked Posterior density for objects:

Cardinality inference:

https://motchallenge.net/data/MOT17/


NHPP Application 3:

Variational Bayes Association-based Multi-object Tracker

R. Gan, Q. Li and  S. Godsill, “A Variational Bayes Association-based Multi-object Tracker under 

the Non-homogeneous Poisson Measurement Process”, FUSION 2022

”, ICASSP 2022, Singapore,

Best Student paper award
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Conclusions…
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