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Panel discussion: 

The future of Defence Signal Processing: is it all just AI?
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Outline

Introduction

Problem Formulation

Proposed Architecture Design

Results on illustrative Examples

Conclusion
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Adaptive radar detection embedded in Gaussian interference is a ubiquitous task, and it is still an attractive 
problem especially for complex operating scenarios.

Heterogeneous environment is becoming a very common situation of practical interest. 

The statistical properties of the interference vary over the range bins due to various types of terrain, clutter 
discretization, or outliers, which causes performance degradation due to a limited number of homogeneous training 
samples;

Introduction



S
e

n
s

o
r

 
S

ig
n

a
l 

P
r

o
c

e
s

s
in

g
 
f
o

r
 
D

e
f
e

n
c

e
2

0
2

3

Introduction

• Another challenging scenario is the target-rich environment;

• In this case the structured echoes may contaminate training data;

• A consequence is the risk of incorporating target components into the covariance

matrix estimate with a consequent reduction of the detector sensitivity.

Target 1

Receiver

Target 2

Target 3
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To overcome this drawback, a novel adaptive architecture is conceived to jointly face with the problem

of heterogeneous clutter echoes classification and multiple point-like targets detection with lack of

targets’ information, including their positions, number, and angles of arrival (AoA).

Build a model for a target-rich scenario in heterogeneous clutter 

environment.

Introduce hidden random variables for data classification.

Estimate the unknown parameters by adopting the Expectation-

Maximization (EM) together with a grid search approach.

Design a decision scheme based upon the Likelihood Ratio Test.

Introduction
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Scenario Description

Denote by 𝒛1, … , 𝒛𝐾 the N-dimensional vectors representing the returns from 𝑲 range bins of the region under 
surveillance, and 𝒛𝑘, 𝑘 = 1, … , 𝐾 are statistically independent.

Heterogeneous Clutter:

✓ All clutter returns from 𝐾 range bins can be partitioned into 𝑳 homogeneous subsets coming from the a priori 
information about the terrain types of the region;

✓ In each subset the clutter shares the same Gaussian statistical properties.

Multiple deterministic targets: 𝛼𝑘𝒗 𝜃𝑡 , 𝑘 ∈ 𝛺𝑙
𝑡

✓ T targets are randomly present within the region of interest whose elements indexes in the 𝑙th clutter 

region is 𝛺𝑙
𝑡;

✓ 𝛼𝑘 is unknown deterministic factor accounting for target response, channel effects;

✓ 𝒗(𝜃𝑡) denotes the spatial steering vector pointed along 𝜃𝑡, which is the unknown AoA of each target;

Clutter edge 1

1

Clutter edge l-1

...
K1 K_l K

Clutter region L

Clutter region 1

Clutter region 2

Clutter region L-1

Target

Problem Formulation 



S
e

n
s

o
r

 
S

ig
n

a
l 

P
r

o
c

e
s

s
in

g
 
f
o

r
 
D

e
f
e

n
c

e
2

0
2

3

Binary Hypothesis Test

The detection problem for the multiple deterministic targets can be formulated as a binary hypothesis test 

where 𝑙 = 1, … , 𝐿:

𝐻0: 𝒛𝑘~𝒞𝒩𝑁 𝟎, 𝑴𝑙 , 𝑘 ∈ 𝛺𝑙
𝑐

𝐻1: ൝
𝒛𝑘~𝒞𝒩𝑁 𝟎, 𝑴𝑙 , 𝑘 ∈ 𝛺𝑙

𝑐\𝛺𝑙
𝑡

𝒛𝑘~𝒞𝒩𝑁 𝛼𝑘𝒗 𝜃𝑡 , 𝑴𝑙 , 𝑘 ∈ 𝛺𝑙
𝑡

• where 𝐻0 is the noise-only hypothesis, 𝐻1 denotes the signal-plus- interference hypothesis;

• 𝒞𝒩𝑁 𝟎, 𝑴𝑙 denotes the N dimensional circular complex Gaussian distribution with mean 𝟎 and unknown 

positive definite covariance matrix in the lth clutter region 𝑴𝑙;

• 𝛺𝑙
𝑐\𝛺𝑙

𝑡 represents the index vector containing the homogeneous returns in the 𝑙 th clutter region except for the 

targets components;

The sets of unknown parameters associated with the distribution of 𝒛𝑘 :

𝒫0,𝑘 = 𝛺𝑙
𝑐 , 𝑴𝑙: 𝑙 = 1, … , 𝐿 ,                      under 𝑯𝟎

𝒫1,𝑘 = 𝛺𝑙
𝑡, 𝛺𝑙

𝑐 , 𝜃𝑡, 𝛼𝑘 , 𝑴𝑙: 𝑙 = 1, … , 𝐿 ,    under 𝑯𝟏

Problem Formulation 
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We provide a solution to this problem by devising detection architectures capable of classifying the
range bins according to their clutter properties and detecting possible multiple targets whose

positions, number and AoA are unknown.

Latent Variable 
Model

Introduce the hidden   

random variables 

accounting for 

different clutter types 

and the presence of a 

possible target.

Estimate the unknown 

interference and 

multi-target 

parameters to obtain 

the AoA estimate.

Estimate AoA of multi-target

EM Algorithm

Grid Search Method

✓ Separate the target 
response from the 
heterogeneous clutter.

✓ An adaptive LRT 

detector is built up 

based  on the 

estimates.

Detector with 
Classification

A. Estimation Procedures for Deterministic Targets
B. Adaptive Detector with 
Classification Capabilities

Proposed Detection Architecture
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◼ We introduce a set of hidden 𝐾 independent and identically distributed discrete random variables

random variables 𝑐𝑘, 𝑘 = 1, … , 𝐾;

◼ These variables account for the presence of a specific class of clutter and the presence of targets

contaminating the k-th range bin.

The number of classes is therefore 𝐿𝑐 = 𝐿𝑠 + 𝐿 with 𝐿𝑠 =  0, 1 controlling the presence of a possible target. 

where 𝐿𝑐 = 𝐿 accounts for the number of clutter covariance classes, whereas 𝐿𝑐 = 2𝐿 accounts for

different clutter types and the presence of a possible target.

𝐿𝑐 = ቊ
𝐿, under 𝐻0

2𝐿, under 𝐻1

Latent Variable Model 
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EM Algorithm based on grid search

…Full analytical derivations in the paper

• The unknown interference and target parameters are estimated by a suitable modification of the EM 

algorithm in conjunction with a grid search approach to seek the most likely estimates of the AoAs.

• The EM algorithm is then applied to the overall data matrix 𝒁 = [𝒛1, … 𝒛𝐾] under 𝐻𝑖 , 𝑖 = 0,1.
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The adaptive detector is based on the LRT where the unknown parameters are replaced by the previously-
obtained estimates in the log-likelihood functions 𝑔𝑖

where 𝜂 is the detection threshold to be set according to the probability of false alarm.

ෑ
𝑘=1

𝐾 𝑔0 𝒛𝑘; ෠𝒫0,𝑘
′

𝑔1 𝒛𝑘; ෠𝒫1,𝑘
′

>
<

𝜂

For classification purposes, we separate the target response from the heterogeneous clutter by exploiting this 
formulation under 𝐻1

with ෡𝑙𝑘 = arg max
𝑙=1,…,2𝐿

𝑞𝑘
ℎ𝑚𝑎𝑥 𝑙 , which reflects the information of the clutter regions and about the 

existence of a target.

𝒛𝑘 = ൞
𝒞𝒩𝑁 𝟎, ෡𝑴 መ𝑙𝑘

ℎ𝑚𝑎𝑥 , 1 ≤ መ𝑙𝑘 ≤ 𝐿

𝒞𝒩𝑁 ො𝛼𝑘
ℎ𝑚𝑎𝑥 𝒗 ෠𝜃𝑡 , ෡𝑴 መ𝑙𝑘−𝐿

ℎ𝑚𝑎𝑥 , 𝐿 + 1 ≤ መ𝑙𝑘 ≤ 2𝐿

Adaptive Detector with 
Classification Capabilities 
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Using a Monte Carlo Analysis we have simulated a scenario using the following parameters:

VARIABLES PARAMETERS

Number of Channels - 𝑁 8

Number of Homogeneous Subset of Clutter-𝐿 3

Generalised Information Criterion parameter - 𝜌 3

Maximum number of outer cyclic iterations - ℎ𝑚𝑎𝑥 15

Maximum number of inner cyclic iterations - 𝑚𝑚𝑎𝑥 5

𝑃𝑓𝑎 10−3

Angular Sectors −20∘: 5∘: 20∘

Simulation Scenario



S
e

n
s

o
r

 
S

ig
n

a
l 

P
r

o
c

e
s

s
in

g
 
f
o

r
 
D

e
f
e

n
c

e
2

0
2

3

In the simulated scenario we have three 
clutter regions, namely, 𝐾1 = 𝐾2 = 𝐾3 = 32
range bins in each region comprise the 

scenario of interest. 

Five targets appear at the 6th, 15th, 36th, 

42th, and 80th range bin in the considered 

scenario. This operating scenario yields 

𝐿𝑐 = 6 considered classes.

✓ Classes 1-3:  the generic vector of the 
𝑙th region does not contain any target 
component;

✓ Classes 4-6:  the generic vector of the 
𝑙th region contains target components.  

Classification Results

SINR = 20 dB
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Comparision with Kelly’s Generalized Likelihood Ratio Test in under multi-targets situation.

Kelly’s GLRT does not account for

secondary data contamination
caused by the redundant targets
leads to the performance
degradation of this classical
detector.

Detection Results 

Case including multiple targets in 

the secondary data (jammers)

Case including one interfering 

target in the secondary data
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In order to measure the error in target AoA estimation, we estimate the Root Mean Square Error (RMSE) 
values with the true target AoA of 0∘ being on-grid and of 2∘ being off-grid.

AoA estimation perfomance

On Grid Off-Grid

As expected in the off-grid case the RMSE converges to 2∘
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• We have addressed the problem of multiple point-like targets detection from an unknown AoA and in the
presence of heterogeneous Gaussian clutter and the ubiquitous thermal noise.

• At the design stage, we account for the heterogeneity of the operating scenario modeled as a variation of
covariance matrices over the range cells.

• Within this framework, the EM algorithm in conjunction with grid search technique are used to estimate
the unknown distribution parameters.

• An adaptive detector is also introduced resorting to the LRT criterion.

• The algorithm is able to estimate the clutter region class, Detect the presence of a target and its position
over range and AoA.

• The performance of the algorithm with respect to a conventional detector in presence of multiple targets,
is verified based on simulated data.

• Possible future research can extend the proposed framework to the scenarios that considers the joint
presence of point-like as well as range-spread targets and the testing on real recorded radar data.

AoA estimation perfomance
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