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(position, veloity, et.)

Targets urrently away from X assume �empty

state� ψ

Goal: what is the state of y in X̄ = {ψ} ∪X?

Bayesian �ow

PYt
: �information� known by operator at time t on all targets

Zt: observations produed and olleted at time t by the operator
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Probability of detetion pd,t(x): how likely

is a target with state x to be deteted?

Probability of false alarm pfa,t(z): how
likely is the sensor to produe a false

alarm with state z?
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false alarm, per ell and per san

In eah ell z ∈ Zt, false alarm ours

with probability pfa,t(z)

Zt projeted onto X shapes the sensor

�eld of view (FoV)

Outside of the sensor FoV, pd,t is always

zero (i.e. no target detetion)

Delande, Houssineau, Clark (H-W U) Sensor management September 9, 2014 6 / 18



Problem statement

Closed-loop sensor management

Delande, Houssineau, Clark (H-W U) Sensor management September 9, 2014 7 / 18



Problem statement

Closed-loop sensor management

Delande, Houssineau, Clark (H-W U) Sensor management September 9, 2014 7 / 18



Problem statement

Closed-loop sensor management

Ut: pool of available ations at time t

Delande, Houssineau, Clark (H-W U) Sensor management September 9, 2014 7 / 18



Problem statement

Closed-loop sensor management

Ut: pool of available ations at time t

ui ∈ Ut: desribes a spei� sensor (i.e. ℓui
, pd,ui

, pfa,ui
, Zui

)

Delande, Houssineau, Clark (H-W U) Sensor management September 9, 2014 7 / 18



Problem statement

Closed-loop sensor management

Ut: pool of available ations at time t

ui ∈ Ut: desribes a spei� sensor (i.e. ℓui
, pd,ui

, pfa,ui
, Zui

)

Question: whih ation ui should be seleted to ollet the �best�

observations Zt?

Delande, Houssineau, Clark (H-W U) Sensor management September 9, 2014 7 / 18



Problem statement

Closed-loop sensor management

Ut: pool of available ations at time t

ui ∈ Ut: desribes a spei� sensor (i.e. ℓui
, pd,ui

, pfa,ui
, Zui

)

Question: whih ation ui should be seleted to ollet the �best�

observations Zt?

Delande, Houssineau, Clark (H-W U) Sensor management September 9, 2014 7 / 18



Information gain

1

Closed-loop sensor management for multi-objet �ltering

2

Information gain for stohasti populations

3

Further developments

Delande, Houssineau, Clark (H-W U) Sensor management September 9, 2014 8 / 18



Information gain

Constrution of information gain: priniple

Delande, Houssineau, Clark (H-W U) Sensor management September 9, 2014 9 / 18



Information gain

Constrution of information gain: priniple

Objetive

The operator has aess to the predited information PYt|t−1
and onsiders

some ation u ∈ Ut for the next observation. Can we quantify the expeted

information gain Gu of ation u?

Delande, Houssineau, Clark (H-W U) Sensor management September 9, 2014 9 / 18



Information gain

Constrution of information gain: priniple

Objetive

The operator has aess to the predited information PYt|t−1
and onsiders

some ation u ∈ Ut for the next observation. Can we quantify the expeted

information gain Gu of ation u?

Outline

1. Suppose that observations Z ⊆ Zu are olleted. How does the updated

information PYt
(·|Z) look like?

Delande, Houssineau, Clark (H-W U) Sensor management September 9, 2014 9 / 18



Information gain

Constrution of information gain: priniple

Objetive

The operator has aess to the predited information PYt|t−1
and onsiders

some ation u ∈ Ut for the next observation. Can we quantify the expeted

information gain Gu of ation u?

Outline

1. Suppose that observations Z ⊆ Zu are olleted. How does the updated

information PYt
(·|Z) look like?

2. How muh does the operator learn from PYt|t−1
to PYt

(·|Z)?

Delande, Houssineau, Clark (H-W U) Sensor management September 9, 2014 9 / 18



Information gain

Constrution of information gain: priniple

Objetive

The operator has aess to the predited information PYt|t−1
and onsiders

some ation u ∈ Ut for the next observation. Can we quantify the expeted

information gain Gu of ation u?

Outline

1. Suppose that observations Z ⊆ Zu are olleted. How does the updated

information PYt
(·|Z) look like?

2. How muh does the operator learn from PYt|t−1
to PYt

(·|Z)?

3. How muh an he expet to learn from PYt|t−1
if he hooses ation u?

Delande, Houssineau, Clark (H-W U) Sensor management September 9, 2014 9 / 18



Information gain
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Objetive

The operator has aess to the predited information PYt|t−1
and onsiders

some ation u ∈ Ut for the next observation. Can we quantify the expeted

information gain Gu of ation u?

Outline

1. Suppose that observations Z ⊆ Zu are olleted. How does the updated

information PYt
(·|Z) look like?

2. How muh does the operator learn from PYt|t−1
to PYt

(·|Z)?

3. How muh an he expet to learn from PYt|t−1
if he hooses ation u?

Mathematial framework: stohasti populations for Bayesian estimation

Well-de�ned probabilisti framework, developed by J. Houssineau (PhD

student) and D. Clark (supervisor)

Traking algorithm: ISP �lter (Delande, Houssineau, Clark)
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ct|t−1(h): probability of hypothesis h (

∑

h∈Ht|t−1
ct|t−1(h) = 1)

→ i.e. how likely is h to represent the true target on�guration?
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Information gain

If some Z ⊆ Zu is olleted, how does PYt
(·|Z) look like?

Data assoiation (ISP �lter, unpublished)

Given a possible on�guration (h ∈ Ht|t−1, n ∈ N) of the target population,
what are the possible assoiations with the olleted observations Z?

Eah assoiation a = (h, n,h ∈ AdmZt
(h, n)) leads to a unique hyp. ĥ ∈ Ht:

Assessed by prob. P a

u (i.e. how likely is the assoiation produing ĥ?)

Composed of traks ĥ =
⋃

y∈hd
{y :ν(y)} ∪

⋃

y∈h\hd
{y :φ} ∪

⋃

z∈Za
{a:z}

Update from p
y

t|t−1 to py :z
u : usual single-measurement/single-target

update (e.g. Kalman)
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Information gain

Then, what is the information gain for trak y?
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The trak gain Gy :z
u is non-negative, and equals zero i�:

p
y

t|t−1 = py :z
u on X (i.e. nothing learnt on target loalization), and

p
y
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Finally, what is the expeted gain from ation u?
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Further developments

Thank you for your attention!
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